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Accurate annual power load forecasting can provide reliable guidance for power grid operation and power
construction planning, which is also important for the sustainable development of electric power indus-
try. The annual power load forecasting is a non-linear problem because the load curve shows a non-linear
characteristic. Generalized regression neural network (GRNN) has been proven to be effective in dealing
with the non-linear problems, but it is very regretfully finds that the GRNN have rarely been applied to the
annual power load forecasting. Therefore, the GRNN was used for annual power load forecasting in this
paper. However, how to determine the appropriate spread parameter in using the GRNN for power load
forecasting is a key point. In this paper, a hybrid annual power load forecasting model combining fruit
fly optimization algorithm (FOA) and generalized regression neural network was proposed to solve this
problem, where the FOA was used to automatically select the appropriate spread parameter value for
the GRNN power load forecasting model. The effectiveness of this proposed hybrid model was proved
by two experiment simulations, which both show that the proposed hybrid model outperforms the GRNN
model with default parameter, GRNN model with particle swarm optimization (PSOGRNN), least squares
support vector machine with simulated annealing algorithm (SALSSVM), and the ordinary least squares
linear regression (OLS_LR) forecasting models in the annual power load forecasting.

� 2012 Elsevier B.V. All rights reserved.
1. Introduction

Power load forecasting is an important part of management
modernization of electric power systems, which has attracted
more and more attentions from the academic and the practice. An-
nual power load forecasting is of crucial importance to the eco-
nomic operation of electric power systems and the reliability of
electric networks. Accurate annual power load forecasting can re-
lieve the conflict between electricity supply and demand. With
the increasing energy shortage pressure, many countries concen-
trate to transform management philosophy and promote techno-
logical innovation. The smart grid, a digitally enabled electrical
grid, is taken as one of the future power grid development goals.
On May 21, 2009, the State Grid Corporation of China proposed
the development planning of constructing ‘Strong Smart Grid’ in
China. With the construction and development of smart grid, the
generation capacity of renewable distributed energy will be
improved, which will exert significant impacts on the secure and
stable operation of electric power grid. Therefore, more accurate
annual power load forecasting which is quite important for
maintaining secure and stable operation of electric power grid is
ll rights reserved.
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needed. However, because annual power load has complex and
non-linear relationships with several factors such as political envi-
ronment, economic policy, human activities, irregular behaviors
and other non-linear factors, it is quite difficulty for forecasting
power load accurately.

Many annual power load forecasting methods developed by the
scholars and practitioners have been proposed to increase the fore-
casting accuracy in the past few years. The traditional forecasting
methods, such as regression models [1,2] and time series technol-
ogy [3–5], have the disadvantage of poor non-linear fitting capabil-
ity. In recent years, owing to the development of intelligence
techniques, many new intelligence forecasting methods were used
for annual power load forecasting. Wang et al. [6] proposed a hy-
brid model combining support vector regression and differential
evolution algorithm to forecast the annual load, and this method
was proved to outperform the SVR model with default parameters,
regression forecasting model and back propagation artificial neural
network (BPNN). Pai and Hong [7] used support vector machines
with simulated annealing algorithm (SVMSA) to forecast Taiwan’s
electricity load, and the empirical results revealed that the SVMSA
model outperforms the general regression neural networks model
and the autoregressive integrated moving average (ARIMA) model.
Hong [8] proposed an electric load forecasting model which
combined the seasonal recurrent support vector regression model
with chaotic artificial bee colony algorithm (SRSVRCABC), which
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yields more accurate forecasting results than TF-e-SVR-SA and AR-
IMA models. Kandil et al. [9] implemented a knowledge-based ex-
pert system (ES) to support the choice of the most suitable load
forecasting model, and the usefulness of this method was demon-
strated by a practical application. Chen [10] proposed a collabora-
tive fuzzy-neural approach which multiple experts construct their
own fuzzy back propagation networks from various viewpoints for
Taiwan’s annual electricity load forecasting and the precision and
accuracy were improved. Meng and Niu [11] applied the partial
least squares method which could quantificational simulate the
relationship between the electricity consumption and its factors
to forecast electricity load, and it was proved to be effective. Abou
El-Ela et al. [12] proposed the artificial neural network (ANN) tech-
nique for long-term peak load forecasting, and it was applied on
the Egyptian electrical network dependent on its historical data.
In order to predict the regional peak load of Taiwan, Hsu and Chen
[13] formulated an artificial neural network model by collecting
empirical data. Xia et al. [14] developed a medium and long term
load forecasting model by using radial basis function neural net-
works (RBFNN), and the result indicated that the proposed model
has a high accuracy and stability.

The generalized regression neural network (GRNN) which was
developed by Specht [15] is a kind of probabilistic neural networks
and also a powerful regression tool with a dynamic network struc-
ture. Because of the strong non-linear mapping capability, the sim-
plicity of network structure and high fault tolerance and
robustness, the GRNN can effectively solve the non-linear prob-
lems, and it has been widely applied to a variety of fields including
pattern recognition [16], short-term load forecasting [17], the
modeling and monitoring of batch processes [18], TWUSM drive
system [19], medicinal chemistry [20], coal desulfurization [21],
exchange rates forecasting [22], sales forecasting [23], wind speed
forecasting [24], and so on. However, it is very regretfully finds that
the GRNN have rarely been applied to the annual power load fore-
casting. This paper elucidates the feasibility of using the GRNN to
forecast annual power load. However, the shortcoming of applying
the GRNN model is that it is very difficult to select the spread
parameter properly. Polat and Yıldırım [16] used genetic algorithm
to optimize the spread parameter of the GRNN for pattern recogni-
tion, and this optimized GRNN can provide higher recognition abil-
ity compared with the unoptimized GRNN. However, most
researchers selected the spread parameter by experience and a
lot of experiments [17–22].

Fruit fly optimization algorithm (FOA) proposed by the scholar
Pan [25] is a novel evolutionary computation and optimization
technique. This new optimization algorithm has the advantages
of being easy to understand and to be written into program code
which is not too long compared with other algorithms. Therefore,
this paper attempted to use the FOA to automatically select the
spread parameter value of the GRNN for improving the GRNN’s
forecasting accuracy in the annual power load forecasting.

The rest of this paper is organized as follows: Section 2 introduces
the GRNN and FOA methods, then a hybrid forecasting model com-
bined GRNN and FOA for annual power load forecasting is discussed
in detail. Section 3 introduces the process of the sample data used in
this paper and further computations, comparisons and discussions
of two examples are presented. Section 4 concludes this paper.
2. Generalized regression neural network with fruit fly
optimization algorithm

2.1. Generalized regression neural network

The generalized regression neural network (GRNN) is a kind of
radial basis function (RBF) networks which is based on a standard
statistical technique called kernel regression. The GRNN has excel-
lent performances on approximation ability and learning speed,
and it is fast learning and convergence to the optimal regression
surface as the number of sample data becomes very large. When
the number of sample data is small, the GRNN still has a good fore-
casting result [26].

The main function of the GRNN is to estimate a non-linear or
linear regression surface on independent variable (also called input
vector) X = [x1,x2, . . . ,xn]T, given the dependent variable (also called
output vector) Y = [y1,y2, . . . ,yk]T. The procedure of the GRNN mod-
el can be represented as

E½Y jX� ¼
R1
�1 Yf ðY;XÞdXR1
�1 f ðY ;XÞdX

ð1Þ

where X is a n-dimensional input vector, Y is the predicted value of
the GRNN model, E[YjX] is the expected value of the output Y, given
the input vector X, f(Y,X) is the joint probability density function of
X and Y.

The GRNN is organized using four layers: input layer, pattern
layer, summation layer, and output layer, just as shown in Fig. 1.

The input layer receives information and stores an input vector
X, which the number of neurons equals to the dimension of
input vector. Then, the input neurons of input layer feed the data
to the pattern layer. The pattern layer possesses a non-linear trans-
formation from the input space to the pattern space. The neurons
in the pattern layer (also called pattern neurons) can memorize
the relationship between the input neuron and the proper re-
sponse of pattern layer, and the number of neurons equals to the
number of input variables. The pattern Gaussian function of pi is
expressed as

pi ¼ exp �ðX � XiÞTðX � XiÞ
2r2

" #
ði ¼ 1;2; . . . ;nÞ ð2Þ

where r denotes the smoothing parameter, X is the input variable of
the network, Xi is a specific training vector of the neuron i in the
pattern layer.

The summation layer has two summations, namely Ss and Sw.
The simple summation Ss computes the arithmetic sum of the pat-
tern layer outputs, and the interconnection weight equals to ‘1’.
The weighted summation Sw computes the weighted sum of the
pattern layer outputs, and the interconnection weight is w. The
transfer functions can be represented as Eqs. (3) and (4),
respectively:

Ss ¼
X
i¼1

pi ð3Þ

Sw ¼
X
i¼1

wipi ð4Þ

where wi is the weight of pattern neuron i connected to the summa-
tion layer.

The number of neurons in the output layer equals to the dimen-
sion k of output vector Y. After the summations of neurons in the
summation layer are fed into the output layer, the output Y of
the GRNN model can be calculated as follows:

Y ¼ Ss=Sw ð5Þ

Therefore, the GRNN model has only one parameter r that
needs to be determined, which is very important in using GRNN
for forecasting. The parameter r (also called ‘spread’ in Matlab pro-
gram) determines the generalization capability of the GRNN. Many
researchers selected the parameter by priori knowledge or individ-
ual experience, which may be un-efficient for forecasting. There-
fore, we should develop an automatically efficiently method for
selecting the appropriate spread parameter in the GRNN model.
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Fig. 1. Schematic diagram of the GRNN architecture.
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In order to achieve this goal, this paper used the fruit fly optimiza-
tion algorithm (FOA) to automatically determine the spread
parameter value of the GRNN model.

2.2. Fruit fly optimization algorithm

Fruit fly optimization algorithm (FOA) is a new swarm intelli-
gence method, which was proposed by Pan [25], and it belongs
to a kind of interactive evolutionary computation. The FOA is a
new method for finding global optimization based on the food
finding behavior of the fruit fly. Fruit fly is a kind of insect, which
lives in the temperate and tropical climate zones and eats rotten
fruit (as illustrated in Fig. 2). The fruit fly is superior to other spe-
cies in vision and osphresis. The food finding process of fruit fly is
as follows: firstly, it smells the food source by osphresis organ, and
flies towards that location; then, after it gets close to the food loca-
tion, the sensitive vision is also used for finding food and other fruit
flies’ flocking location, and it flies towards that direction. Fig. 3
shows the food finding iterative process of fruit fly swarm.

According to the food finding characteristics of fruit fly swarm,
the FOA can be divided into several steps, just as followings:

Step 1. Parameters initialization.
The main parameters of the FOA are the maximum itera-
tion number maxgen, the population sizesizepop, the initial
fruit fly swarm location (X_axis,Y_axis), and the random
flight distance range FR.

Step 2. Population initialization.
Give the random flight direction and the distance for food
finding of an individual fruit fly by using osphresis.
Fig. 2. Fruit fly and its body look illustration.
Xi ¼ X axisþ Random Value ð6Þ
Yi ¼ Y axisþ Random Value ð7Þ
Step 3. Population evaluation.
Firstly, the distance of the food location to the origin (Dist)
needs to be calculated. Secondly, the smell concentration
judgment value (S) needs to be calculated, and the value
of S is the reciprocal of the distance of the food location
to the origin (Dist).
Disti ¼ X2
i þ Y2

i

� �1=2
ð8Þ

Si ¼ 1=Disti ð9Þ
Then, calculate the smell concentration (Smelli) of the individual
fruit fly location by substituting smell concentration judgment
value (Si) into the smell concentration judgment function (also
called Fitness function). Finally, find out the individual fruit fly with
the maximal smell concentration (the maximal value of Smelli)
among the fruit fly swarm.
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Smelli ¼ Function ðSiÞ ð10Þ
½bestSmell bestIndex� ¼maxðSmelliÞ ð11Þ
Step 4. Selection operation.
Keep the maximal smell concentration value and x, y coor-
dinate. Then, the fruit fly swarm flies towards that location
with the maximal smell concentration value by using
vision. Enter iterative optimization to repeat the imple-
mentation of step 2–3. When the smell concentration is
not superior to the previous iterative smell concentration
any more or the iterative number reaches the maximal
iterative number, the circulation stops.
Smellbest ¼ bestSmell ð12Þ
X axis ¼ XðbestIndexÞ ð13Þ
Y axis ¼ YðbestIndexÞ ð14Þ
2.3. Fruit fly optimization algorithm for the parameter selection of the
GRNN model

Selecting appropriate expansion speed ‘spread’ value of radial
basis function is extremely important. In this paper, the FOA was
used for selecting the appropriate spread parameter value of the
GRNN model in order to effectively improve the load forecasting
accuracy.

The flowchart of the FOA for the parameter selection of the
GRNN model (abbreviated as FOAGRNN) is shown in Fig. 4.

The details of the FOAGRNN model are shown as follows:

Step 1: Initialization parameters.
The maximum iteration number maxgen, the population size
sizepop, the initial fruit fly swarm location (X_axis,Y_axis),
and the random flight distance range FR should be deter-
mined at first. In this study, suppose maxgen = 100,size-
pop = 10, (X_axis, Y_axis) � [0,1], FR� [ � 10,10].

Step 2: Evolution starting.
Set gen = 0, and give the random flight direction and the
distance for food finding of an individual fruit fly.

Step 3: Preliminary calculations.
Calculate the flight distance Disti of food finding of the fruit
fly i, and then calculate the smell concentration judgment
value Si. Input Si into the GRNN model for annual load fore-
casting. According to the load forecasting result, calculate
the smell concentration Smelli (also called the fitness func-
tion value). The Smelli is employed the root-mean-square
error (RMSE) which measures the deviation between the
forecasting value and the actual value.

Step 4: Offspring generation.
The offspring generation is generated according to Eqs.
(6)–(14). Then input the offspring into the GRNN model
and calculate the smell concentration value again. Set
gen = gen + 1.

Step 5: Circulation stops.
When gen reaches the max iterative number, the stop cri-
terion satisfies, and the best parameter value of the GRNN
model can be obtained. Otherwise, go back to Step 2.

3. Examples computation and comparison analysis

Two examples were selected to prove the effectiveness of the
proposed FOAGRNN model in this paper, which are the annual
electricity consumption of Beijing city and that of China. In the fol-
lowing sub-sessions, since the raw data processing method and the
selected comparison models for these two examples are same, the
procedure of applying the proposed FOAGRNN method to forecast
the annual electricity consumption of Beijing city and the corre-
sponding comparison analysis will be illustrated in detail (as
shown from Sections 3.1, 3.2, 3.3), and the annual electricity con-
sumption of China will be then forecasted using the same proce-
dure (as shown in Section 3.4).
3.1. Forecast Beijing’s annual electricity consumption using the
proposed FOAGRNN model

The procedure for applying the proposed FOAGRNN method to
forecast the Beijing’s annual electricity consumption is described
as follows:

Step 1. The process of sample data.
The sample data were selected from the annual electricity
consumption of Beijing city (the capital of China) between
1978 and 2010, which includes 33 data points (as shown
in Table 1). In this paper, the sample data were normalized
to make data in the range from 0 to 1 using the following
formula:
Z ¼ fzig ¼
xi � ximin

ximax � ximin
; i ¼ 1;2;3 ð15Þ
where ximin and ximax are the minimal and maximal value of each in-
put factor, respectively.
The sample data were divided into the training sample data and
testing sample data. Different from the short load forecasting, the
annual power load forecasting is not suitable for selecting the fac-
tors such as temperature, moderate. Therefore, this paper selected
the last three load data (Ln�3,Ln�2,Ln�1) as the input variables of
the FOAGRNN model, and the output variable is Ln. This method
has been proven effective and feasible for annual power load fore-
casting [6]. Due to using the three load data as the input variables
to forecast, the training sample data is started in 1981 and ended
in 2005, and the testing sample data is from 2006 to 2010.
A roll-based forecasting process was used in the training stage.
Firstly, the top three load data (from 1978 to 1980) of sample data
were substituted into the FOAGRNN model, and the first load fore-
casting value of 1981 can be obtained. Secondly, the next roll-top
three load data (from 1979 to 1981) were fed into the FOAGRNN
model, and the forecasting value of 1982 can be gotten. In this step,
the load value of 1981 which was fed into the proposed model
should employ the real load value of 1981 in the load series. Simi-
larly, the processes were cycling until all the load forecasting values
(from 1981 to 2005) were obtained.
Step 2. Train the GRNN model.

In the FOAGRNN model, the spread parameter value of the
GRNN model is dynamically tuned by the FOA. The initial
spread parameter value of the GRNN model was set up
in the range of [0.0001,1]. Fig. 5 shows the fruit fly swarm
flying route for optimization parameter, and the iterative
RMSE trend of the FOAGRNN searching of optimization
parameter is shown in Fig. 6. After 100 times of iterative
evolution, the convergence can be seen in generation 23
with coordinate of (25.1286,39.7878), and the RMSE value
and the spread parameter value are 0.0189, 0.0191,
respectively.

Step 3. Forecast the new annual electricity consumption values.
According to the result of the FOA tuning the spread
parameter of the GRNN model, the spread parameter
value of the GRNN model was chosen as 0.0191 to fore-
cast the Beijing’s annual electricity consumption from
2006 to 2010. The final forecasted electricity consumption
values of Beijing city from 2006 to 2010 are shown in
Table 2.
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Fig. 4. The flowchart of the FOAGRNN model.
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3.2. Select the comparison models

To compare the power load forecasting results, several other
power load forecasting models should be selected. The other power
load forecasting models for comparison with the FOAGRNN model
also make power load forecasting based on the given sample data.
Just as shown in Fig. 7, it can be clearly seen that the annual
load series shows an increasingly approximate linear trend. There-
fore, the ordinary least squares linear regression (OLS_LR) forecast-
ing model is employed. In the meantime, the GRNN forecasting
model with default parameter, the GRNN model with particle
swarm optimization (PSOGRNN), and the least squares support



Table 1
Annual electricity consumption of Beijing city and China between 1978 and 2010
(unit: 109 kW h).

Year Beijing city China

1978 7.350 246.53
1979 8.023 282.02
1980 8.546 300.63
1981 8.672 309.65
1982 9.257 327.92
1983 9.563 351.86
1984 10.294 377.89
1985 11.063 411.90
1986 11.812 451.03
1987 12.850 498.84
1988 13.786 547.23
1989 14.218 587.18
1990 15.048 623.59
1991 16.140 680.96
1992 17.596 759.27
1993 19.250 842.65
1994 20.545 926.04
1995 22.259 1002.34
1996 24.437 1076.43
1997 26.361 1128.44
1998 27.621 1159.84
1999 29.726 1230.52
2000 38.443 1347.24
2001 39.994 1463.35
2002 43.996 1633.15
2003 46.761 1903.16
2004 51.011 2197.14
2005 56.704 2494.03
2006 61.899 2858.80
2007 67.509 3271.18
2008 70.815 3454.14
2009 75.885 3703.22
2010 83.090 4199.90

Source: Energy Statistical Yearbook of China, 2011.
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Fig. 5. The fruit fly swarm flying route for optimization parameter in the example of
Beijing city.
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Fig. 6. The iterative RMSE trend of the FOAGRNN searching of optimization
parameter in the example of Beijing city.
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vector machine with simulated annealing algorithm (SALSSVM)
forecasting model are also employed for comparison. The struc-
tures of GRNN and PSOGRNN models are the same as that of the
FOAGRNN model. Least squares support vector machine (LSSVM)
is reformulation to support vector machine (SVM) which lead to
solving linear KKT system [27,28]. LSSVM can approach the non-
linear system with high precision, which is a powerful tool for
the modeling and forecasting of the non-linear system [29]. LSSVM
model with Gaussian RBF kernel includes two parameters: c is the
regularization parameter which determines the trade-off between
the training error minimization and smoothness; r2 is the squared
bandwidth of the Gaussian RBF kernel. In order to improve the
forecasting accuracy, the parameters of the LSSVM model should
be tuned. Pai and Hong [7] applied the simulated annealing algo-
rithm to optimize the parameters of LSSVM model for annual load
forecasting, and obtained good results. Therefore, this study also
selects SALSSVM forecasting model for comparison.

3.3. Comparisons of the FOAGRNN, GRNN, PSOGRNN, SALSSVM and
OLS_LR models

The experiment’s environment includes Matlab 2010a, GRNN
toolbox, LSSVMlabv1.8 toolbox, self-written MATLAB program
and the computer with the Intel(R) Core(TM)2 T2450 2 GHz CPU,
1.5 GB RAM and Windows 7 professional system.

In the GRNN model without using FOA, the parameter was cho-
sen as 0.3. In the PSOGRNN model, the particle swarm optimization
was used to automatically select the spread parameter value of the
GRNN model, and the initialization parameters were set as: max-
gen = 100; sizepop = 10; Vmax = 1; Vmin = �1; popmax = 5; pop-
min = �5. By simulation, the convergence can be seen in
generation 66, and the bestfitness value and the spread parameter
value are 0.0794, 0.0258, respectively. In the SALSSVM model, radial
basis function was chosen as the kernel function. According to the
result of SA optimizing the parameters of the LSSVM model, the con-
vergence was obtained in generation 13, and the parameter c value
and the parameter r value are respectively [2485.8411,38.034].

With the FOAGRNN model, GRNN model, PSOGRNN model,
SALSSVM model and OLS_LR model, the training times of the sam-
ple data are 51 s, 23 s, 113 s, 76 s, 11 s, respectively. The training
times of five models on disposing the training data are different.
The FOAGRNN, PSOGRNN and SALSSVM models use longer time
than the GRNN and OLS_LR models because they need determine
the parameters in the each generation. However, the PSOGRNN
uses 62 s longer than the FOAGRNN computation, and the SALS-
SVM uses 25 s longer than FOAGRNN computation.

Table 2 and Fig. 8 give the annual power load forecasting results
with the FOAGRNN, GRNN, PSOGRNN, SALSSVM and OLS_LR mod-
els. Fig. 9 describes the error analysis of the five forecasting mod-
els. Table 2 also lists the relative errors of the five forecasting



Table 2
Forecasting results of Beijing’s annual electricity consumption using FOAGRNN, GRNN, PSOGRNN, SALSSVM and OLS_LR models (unit: 109 kW h).

Year Actual value FOAGRNN GRNN PSOGRNN SALSSVM OLS_LR

Result Error (%) Result Error (%) Result Error (%) Result Error (%) Result Error (%)

2006 61.899 61.981 0.132 63.685 2.885 62.066 0.270 62.018 0.192 62.140 0.389
2007 67.509 67.144 �0.541 66.380 �1.672 67.213 �0.438 67.426 �0.123 68.129 0.918
2008 70.815 72.914 2.964 72.295 2.090 75.033 5.956 73.266 3.461 74.611 5.360
2009 75.885 77.484 2.107 77.967 2.744 77.486 2.110 78.059 2.865 79.434 4.677
2010 83.089 83.090 �0.001 80.955 �2.570 82.666 �0.510 82.929 �0.194 85.065 2.377

Fig. 7. Total electricity consumption of Beijing city between 1978 and 2010.

Fig. 9. Error analysis.
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models. According to Fig. 8, it can be clearly seen that all of the five
forecasting models capture the increasing trends, but the perfor-
mance of four intelligence load forecasting models of FOAGRNN,
GRNN, PSOGRNN, SALSSVM are better than the OLS_LR model.
From Table 2 and Fig. 9, the deviation between the forecasting re-
sults of the five forecasting models and the actual value can be cap-
tured. The error range [�3%,+3%] is always considered as a
standard to measure the performance of the forecasting model
[30]. Therefore, this paper uses this range to compare the five load
forecasting models. Firstly, the relative errors of the power load
forecasting points of the FOAGRNN model are all in this error
range, and the maximum and minimum relative errors are
2.964% and �0.001% in 2008 and 2010, respectively. In addition,
out of 5 points 3 that means 60% of the forecasting points are in
the scope of [�1%,+1%]. Secondly, the relative errors of the power
load forecasting points of GRNN model are also all in the error
range, and the maximum and minimum relative errors are
2.885% and �1.672% in 2006 and 2007, respectively. However, all
Fig. 8. Forecasting results of Beijing’s annual electricity consumption from 2006 to
2010.
the forecasting points exceed the scope of [�1%,+1%]. Thirdly, the
PSOGRNN model has one forecasting result point exceed the error
range, which is 5.956% in 2008, and the maximum and minimum
relative errors are 5.956% and 0.270% in 2008 and 2006, respec-
tively. 60% of the forecasting points of the PSOGRNN model are
in the scope of [�1%,+1%]. Fourthly, the SALSSVM model has one
forecasting result point exceed the error range, which is 3.461%
in 2008, and the maximum and minimum relative errors are
3.461% and �0.123% in 2008 and 2007, respectively. 60% of the
forecasting points of the SALSSVM model are in the scope of
[�1%,+1%]. Finally, the OLS_LR model has two forecasting result
points exceed the error range, which is 5.360% and 4.677% in
2008 and 2009, and the maximum relative errors reaches 5.360%.
40% of the forecasting points of the OLS_LR model are in the scope
of [�1%,+1%].

The mean absolute percentage error (MAPE) and mean square
error (MSE) are always used to measure the performance of the
forecasting models in the power load forecasting. The MAPE and
MSE values can be calculated by

MAPE ¼ 1
n

Xn

i¼1

AðiÞ � FðiÞ
AðiÞ

����
����� 100% ð16Þ

MSE ¼ 1
n

Xn

i¼1

ðAðiÞ � FðiÞÞ2 ð17Þ

where A(i) is the actual power load value at time i,F(i) is the fore-
casting power load value at time i, MAPE is the mean absolute per-
centage error of the forecasting power load, and MSE is the mean
square error of the forecasting power load.

The MAPE and MSE values of the five forecasting models are
listed in Table 3. It can be seen that the MAPE and MSE values of
the proposed FOAGRNN model are 1.149% and 1.421, respectively,
which are both the smallest among the five forecasting models.
This means that the proposed FOAGRNN model has the best perfor-
mance in the annual load forecasting results. Second is the SALS-
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Table 4
Forecasting results of Beijing’s electricity consumption in 2011 and 2012 (unit:
109 kW h).

Year FOAGRNN GRNN PSOGRNN SALSSVM OLS_LR

2011 943.0293 925.0478 938.2215 948.7083 921.3994
2012 1096.546 1138.145 1076.158 1195.892 986.1772
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SVM model, the MAPE and MSE values are 1.367% and 2.156,
respectively, which are both larger than that of FOAGRNN model
and smaller than the remaining three models. Although the fore-
casting points of the GRNN model with default parameter are all
in the error range, the MAPE and MSE values are 2.392% and
3.110, respectively, much larger than that of FOAGRNN model.
The MAPE value of PSOGRNN model is 1.857%, larger than that of
FOAGRNN model, and the MSE value is 4.130, dramatically larger
than that obtained by FOAGRNN model. This shows that the perfor-
mance of the GRNN model optimized by FOA is much better than
the GRNN model optimized by PSO. The MAPE and MSE values of
the OLS_LR model are 2.744% and 6.270, respectively, the largest
among the five forecasting models, which shows the poorest
performance.

The electricity consumption of Beijing city in 2011 and 2012 are
also forecasted by the five models, and the corresponding results
are shown in Table 4.
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Fig. 10. The fruit fly swarm flying route for optimization parameter in the example
of China.
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Fig. 11. The iterative RMSE trend of the FOAGRNN searching of optimization
parameter in the example of China.
3.4. Further simulation

The annual electricity consumption values of China were also
predicted using the five models. The annual electricity consump-
tion of China between 1978 and 2010 is shown in Table 1.

In the FOAGRNN model, the fruit fly swarm flying route for opti-
mization parameter is shown in Fig. 10, and the iterative RMSE
trend of the FOAGRNN searching of optimization parameter is
shown in Fig. 11. The convergence can be seen in generation 29
with coordinate of (36.6992,33.5863), and the RMSE value and
the spread parameter value are 0.0175, 0.0324, respectively. In
the PSOGRNN model, the convergence can be seen in generation
10, and the bestfitness value and the spread parameter value are
0.0919, 0.0725, respectively. In the SALSSVM model, the conver-
gence was obtained in generation 11, and the parameter c value
and the parameter r value are respectively [60082.7431,3.32012].

With the FOAGRNN model, GRNN model, PSOGRNN model,
SALSSVM model and OLS_LR model, the training times of the sam-
ple data were 50 s, 23 s, 111 s, 77 s, 13 s, respectively. This again
reveals that the proposed FOAGRNN model uses much shorter
training time than the PSOGRNN and SALSSVM models.

Table 5 lists the China’s annual power load forecasting results
and the relative errors with the FOAGRNN, GRNN, PSOGRNN, SALS-
SVM and OLS_LR models. The relative errors of power load fore-
casting points using FOAGRNN model are all in the error range
[�3%,+3%], which the maximum is �2.64% in 2007, and two fore-
casting points are in the scope of [�1%,+1%]. The GRNN model
has three forecasting result points exceed the error range, which
the maximum is �4.67% in 2007, and one point (�0.37% in 2008)
is in the scope of [�1%,+1%]. The PSOGRNN model has one forecast-
ing result point exceed the error range, which is 5.16% in 2009, and
40% of the forecasting points are in the scope of [�1%,+1%]. The
SALSSVM model has one forecasting result point exceed the error
range, which is 5.98% in 2008, and only one forecasting point is
in the scope of [�1%,+1%]. The OLS_LR model has three forecasting
result points exceed the error range, and the maximum relative er-
rors reaches 7.35% in 2008.

The MAPE andMSE values for the five models in forecasting Chi-
na’s annual electricity consumption are listed in Table 6. It can be
Table 3
MAPE and MSE values of the FOAGRNN, GRNN, PSOGRNN, SALSSVM and OLS_LR
models in the example of Beijing city.

Index FOAGRNN GRNN PSOGRNN SALSSVM OLS_LR

MAPE (%) 1.149 2.392 1.857 1.367 2.744
MSE 1.421 3.110 4.130 2.156 6.270
seen that the proposed FOAGRNN model still has the smallest
MAPE and MSE values, which are 1.252% and 2839.47, respectively.
This again reveals that the proposed FOAGRNN model has the best
performance in the annual power load forecasting results. More-
over, theMSE values of the five forecasting models demonstrate
the significant differences, which the value of the FOAGRNN model
is dramatically smaller than that of other four models. The compar-
isons also show that the MAPE value of the PSOGRNN is smaller
than that of the GRNN model, but theMSEvalue is larger, and this



Table 5
Forecasting results of China’s annual electricity consumption using FOAGRNN, GRNN, PSOGRNN, SALSSVM and OLS_LR models (unit: 109 kW h).

Year Actual value FOAGRNN GRNN PSOGRNN SALSSVM OLS_LR

Result Error (%) Result Error (%) Result Error (%) Result Error (%) Result Error (%)

2006 2858.80 2867.99 0.32 2960.08 3.54 2872.11 0.47 2859.92 0.04 2794.15 �2.26
2007 3271.18 3184.81 �2.64 3118.42 �4.67 3183.05 �2.69 3318.76 1.45 3257.77 �0.41
2008 3454.14 3384.02 �2.03 3441.51 �0.37 3395.49 �1.70 3660.80 5.98 3708.16 7.35
2009 3703.22 3744.35 1.11 3779.99 2.07 3894.27 5.16 3788.81 2.31 3591.50 �3.02
2010 4199.90 4193.19 �0.16 4070.52 �3.08 4187.83 �0.29 4320.73 2.88 4068.92 �3.12

Table 6
Comparisons of the forecasting accuracies of the five models in the example of China.

Models FOAGRNN GRNN PSOGRNN SALSSVM OLS_LR

MAPE (%) 1.252 2.746 2.533 3.232 2.061
MSE 2839.47 11277.36 13379.51 19704.40 9606.46

Table 7
Forecasting results of China’s electricity consumption in 2011 and 2012 (unit:
109 kW h).

Year FOAGRNN GRNN PSOGRNN SALSSVM OLS_LR

2011 4681.42 4885.27 4703.92 4744.07 4853.09
2012 5262.17 5513.12 5480.90 5490.97 5582.85
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result agrees with the one presented in Section 3.3. However, the
MAPE and MSE values of the PSOGRNN are both smaller than that
of the SALSSVM model, and this finding does not agree with the
one presented in Section 3.3.

The electricity consumption of China in 2011 and 2012 are also
forecasted by the five models, just as shown in Table 7.

In summary, the proposed FOAGRNN model can narrow the
deviation between the forecasting result and the actual value,
and it outperforms the GRNN, PSOGRNN, SALSSVM and OLS_LR
models in the annual power load forecasting. Compared with the
GRNN model, the FOAGRNN model which uses the FOA to select
the spread parameter value of the GRNN model can improve the
annual load forecasting accuracy effectively. Compared with the
PSOGRNN and SALSSVM models, the FOAGRNN model also has
much more excellent performance on the training time and fore-
casting accuracy. But it is still unclear when the PSOGRNN model
performs better than the SALSSVM model.
4. Conclusions

The generalized regression neural network has been widely ap-
plied to a variety of fields, but it is very regretfully finds that the
GRNN have rarely been applied to the annual power load forecast-
ing. In this paper, a hybrid model based on the generalized regres-
sion neural network and fruit fly optimization algorithm was
proposed for the annual power load forecasting. This proposed
model (FOAGRNN) uses the FOA to automatically select the appro-
priate spread parameter value of the GRNN model in order to im-
prove the power load forecasting accuracy. For comparison,
another four models (GRNN, PSOGRNN, SALSSVM, and OLS_LR)
were selected. Taking the annual electricity consumption of Beijing
city and that of China from 1978 to 2010 as examples, the power
load forecasting results of the FOAGRNN, GRNN, PSOGRNN, SALS-
SVM and OLS_LR models were obtained. The two experiment re-
sults show: Firstly, because of the good non-linear fitting
capacity of intelligence forecasting model, the intelligence annual
power load forecasting models have better performance than the
regression model in this study. Secondly, the FOA can select the
appropriate spread parameter value of the GRNN model, which
could effectually improve the annual power load forecasting accu-
racy. Thirdly, compared with the PSOGRNN and SALSSVM models,
the training time of the FOAGRNN model is shorter, and the MAPE
and MSEvalues are both much smaller. Especially, the MSE values
demonstrate the significant differences among the five forecasting
models, and theMSE value of the FOAGRNN model is dramatically
smaller than that of other four models. This means that the
FOAGRNN model has more excellence performance than the PSO-
GRNN and SALSSVM models on the annual load forecasting. Con-
clusively, the proposed FOAGRNN model which uses the FOA to
automatically select the appropriate spread parameter value of
the GRNN model can effectively improve the annual power load
forecasting accuracy.
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