Efficient kNN classification algorithm for big data
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A B S T R A C T

$k$ nearest neighbors ($k$NN) is an efficient lazy learning algorithm and has successfully been developed in real applications. It is natural to scale the $k$NN method to the large scale datasets. In this paper, we propose to first conduct a $k$-means clustering to separate the whole dataset into several parts, each of which is then conducted $k$NN classification. We conduct sets of experiments on big data and medical imaging data. The experimental results show that the proposed $k$NN classification works well in terms of accuracy and efficiency.
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1. Introduction

In the era of big data, it is the most important to efficiently learn from large scale in all kinds of real applications, such as classification and clustering. Therefore, it is very obvious to scale traditional classification algorithms, such as decision trees, support vector machine, Naive Bayes, neutral network, and $k$ nearest neighbors ($k$NN), so that these methods can be easily used in big data. Due to the simplicity, easy-understand and relatively high performance of $k$NN, this paper focuses on scaling the $k$NN classification into the application of big data [13].

The previous $k$NN method first selects $k$ nearest training samples for a test sample, and then predicts the test sample with the major class among $k$ nearest training samples. However, $k$NN needs to compute the distance (or similarity) of all training samples for each test sample in the process of selecting $k$ nearest neighbors [24,25]. The high cost (i.e., linear time complexity over the sample size) prohibits the traditional $k$NN method to be used in big data [21]. Obviously, conducting $k$NN algorithm in the memory of a PC should be an interesting issue.

Inspired by the recent progress on big data, this paper devised a new $k$NN method for dealing with big data. Specifically, we propose to first conduct a $k$-means clustering to separate the whole dataset into several parts [26]. And then we select the nearest cluster as the training samples and conduct the $k$NN classification. The time complexity of the proposed algorithm is linear to the sample size. The experimental results on real datasets including medical imaging datasets indicated that the proposed method achieved better performance than conventional $k$NN method in terms of both classification performance and time cost [15].

The rest of paper is organized as follows: in Section 2, we provide a brief review the previous fast $k$NN methods. We then propose the new $k$NN classification in Section 3. The experiment results are presented in Section 4. Finally, we give the conclusions and our future work in Section 5.

2. Related work

The research of $k$NN method has been becoming a hot research topic in data mining and machine learning since the algorithm was proposed in 1967. To apply for the traditional $k$NN method in big data, the previous literatures can be often categorized into two parts, i.e., fast finding the nearest samples [21] and selecting representatives samples (or removing some samples) to reduce the calculation of $k$NN [22]. For instance, Zhang proposed a Certainly Factor (CF) measure to deal with the unsuitability of skewed class distribution in $k$NN methods [14]. Li et al. proposed a density-based method for reducing the amount of training data [9]. Zhao et al. proposed a new algorithm based on the use of labeled samples and add the screening process condition, it making the new algorithm in time complexity have significantly decreased, and no significant effect on algorithm result [16]. These methods were mainly applied for fast search [17,18], dimension reduction [19,20], and improving the efficiency of the algorithms.

$k$NN algorithm computes the distance between each training sample and test samples in the dataset and then returns $k$ closest samples. Its time complexity is linearly and is guaranteed to find
exact \(k\) nearest neighbors. However, the computational complexity of the linear search method is proportional to the size of the training dataset for each test sample, it is \(O(nd)\), where \(n\) is the size of the training dataset and \(d\) is the dimensionality. This complexity is expensive for big data. Since the \(k\)NN method is not training process, we propose to introduce a new training process for \(k\)NN, which blocks training dataset by a clustering algorithm with linear complexity. During the testing process, for each test sample, we find the \(k\) nearest cluster centers and conduct a clustering for each test sample, and then construct a new classification model base on each cluster [21]. In particular, the samples within a cluster has high similarity. Thus, comparing to the traditional \(k\)NN method, the proposed algorithm not only reduces the time complexity of \(k\)NN, but also does not add significantly effect on classification accuracy [22].

3. Method

In this section, we introduce two processes in our algorithm, namely training process and testing process. The training process is designed to select a nearest cluster for each test sample as its new training dataset, and the testing process is used to classify each test sample by \(k\)NN algorithm within its nearest cluster.

3.1. Training process

Clustering is one of the fundamental technique in data mining because it can be used for database segmentation and data compression and can also be employed for data preprocessing of data mining. Clustering is designed to group a set of samples in such a way that samples in the same group (cluster) are more similar to each other than to those in other groups. That is, samples is with high similarity within a cluster and low similarity between clusters.

The recent clustering methods can be parted into the following categories: density-based clustering, grid-based clustering, partitioning clustering and hierarchical clustering, respectively. Even though the previous clustering methods showed good performance, but they are limited in its applicability to big data due to theirs high computational complexity. To address this, this paper considers to employ a clustering algorithm satisfying the following two advantages: low complexity; scales linearly [1,5], respectively. To this end, we used the Landmark-based Spectral Clustering (LSC) [4] in this paper. The rationale of LSC is to select \(p\) \((\leq n)\) representative sample as landmarks and represents the original samples as the linear combinations of these landmarks. Different from that traditional spectral clustering method use the entire samples to represent each sample, the LSC significant reduces the complexity of affinity matrix. At the same time, the complexity of solving the eigenvalue down to scales linearly [24].

LSC tries to compress the original samples by finding a set of basis vectors and the representation with respect to the bases for each sample, i.e., searching for \(p\) representative samples. In this way, we have two simple and effective methods to select landmark sample from original sample, such as random sampling and \(k\)-means-based method. Random sampling randomly selects samples as landmark samples while the \(k\)-means-based method first conducts clustering on all samples several times (no need to convergence) and then uses the cluster centers as the landmark samples. In this paper, we repeat \(k\)-means algorithm 10 times and then use the cluster centers as the landmark samples.

First, we treat every sample as a basis vector to construct landmark matrix \(Z\). Note that LSC uses \(p\) landmarks to represent each sample \(X = [x_1, x_2, \ldots, x_n] \in \mathbb{R}^{m \times n}\). Thus, we need to find the matrix \(W\) which is projection matrix of \(X\) at the landmark matrix \(Z\) [10]. The projection function can be defined as follows:

\[
w_{ij} = \frac{K_h(x_i, z_j)}{\sum_{l \in \mathcal{Z}_{<i>}} K_h(x_i, z_l)}\quad j \in \mathcal{Z}_{<i>}.
\]

Where \(z_j\) is \(j\)-th column vector of \(Z\), and \(\mathcal{Z}_{<i>}\) denote a sub-matrix of \(Z\) composed of \(n\) nearest landmarks of \(x_i\). Here we need \(O(p m n)\) to construct \(W\). \(K_h(\cdot, \cdot)\) is a kernel function with a bandwidth \(h\). The Gaussian kernel \(K_h(x, z_j) = \exp(-||x-z_j||^2/2h^2)\) is one of the most commonly used. Then we conduct spectral analysis on landmark-based graph and compute the graph matrix as:

\[
G = W^T W.
\]

which has a very efficient eigen-decomposition. In this method, we choose \(W = D^{-1/2} V\) where \(D\) is the row sum of \(W\). Note that each column of \(W\) sums up to 1 and thus the degree matrix of \(G\) is \(I\).

Let the Singular value Decomposition (SVD) of \(W\) is as follows:

\[
W = U \Sigma V^T,
\]

where \(U = [u_1, u_2, \ldots, u_p] \in \mathbb{R}^{n \times p}\) is called as the left singular vectors of the first \(k\) eigenvectors of \(Z^T Z\). \(V = [v_1, v_2, \ldots, v_k] \in \mathbb{R}^{p \times k}\) is called as right singular vectors of the \(k\) eigenvectors of \(Z^T Z\). We compute \(U\) within \(O(p^3)\), linear to the sample size. \(V\) can be compute as:

\[
V^T = \Sigma^{-1} U^T W.
\]

The overall time complexity of \(V\) is \(O(p^3 + p^2 n)\), which is a significant reduction from \(O(n^3)\) by considering \(p \ll n\). Each row of \(V\) is a sample and apply \(k\)-means to get the clusters. Due to the time complexity from \(O(n^3)\) to \(O(n)\), the LSC algorithm substantially reduces computational time. Thus, the proposed algorithm with low-complexity is very suitable to be applied in the domain of big data.

Finally, the pseudo of LSC is presented in Algorithm 1.

Algorithm 1. The pseudo of LSC.

\begin{itemize}
  \item \textbf{Input}: \(n\) data points \(x_1, x_2, \ldots, x_n \in \mathbb{R}^m\); Cluster number \(k\);
  \item \textbf{Output}: \(k\) clusters;
  \item 1. Produce \(p\) landmark points using the \(k\)-means method;
  \item 2. Construct a landmark matrix \(Z\) between data points and landmark samples, with the affinity calculated according to Eq. (1);
  \item 3. Compute the first \(k\) eigenvectors of \(W W^T\), denoted by \(U = [u_1, u_2, \ldots, u_k]\);
  \item 4. Compute \(V = [v_1, v_2, \ldots, v_k]\) according to Eq. (4);
  \item 5. Each row of \(V\) is a data point and apply \(k\)-means to get the clusters.
\end{itemize}

3.2. Testing process

Suppose that we already produce \(k\) clusters and cluster centers by LSC algorithm, we then find out the nearest cluster center for each test sample and use the corresponding cluster as the new training dataset for each test sample. Due to conducting the clusters with high similarity within a cluster, we apply \(k\)NN to classify test samples in the new training dataset. In this way, the proposed algorithm still guarantees relatively high classification accuracy. We list the pseudo of our proposed method in Algorithm 2.
Algorithm 2. The pseudo of LC-kNN algorithm.

**Input:** Training dataset, test samples Y;

**Output:** Class label:

1. Produce m cluster centers using LSC algorithm, denoted by 
   \( C_1, C_2, C_3, \ldots, C_m \);
2. Compute the distance \( D(y,C_i) \) between test sample \( y \) and each cluster center, denoted by \( D(y,C_i), i = 1,2,\ldots;m \);
3. Compute the nearest cluster center \( C_i \) to \( y \), \( C_i = \text{min}(D(y,C_i)) \), \( i = 1,2,\ldots,m \);
4. Using the corresponding cluster of \( C_i \) as the training dataset, denoted by NewXi;
5. Apple to kNN algorithm to predict \( y \) in the training dataset.

From Algorithm 2, the number of NewXi is much smaller than the size of the training dataset. When the size of \( m \) is large, LC-kNN is easy to reduce the calculation of kNN and improves classification quality. However, with the increase of \( m \), the overhead of clustering will increase and the classification accuracy will be lower at the same time. Therefore, in order to avoid this situation, the number of cluster \( m \) needs to be set in a reasonable value.

In general, the larger the value of \( m \), the higher the classification efficiency, which leads to a higher classification accuracy. However, if the training dataset distribution is relatively concentrated, which will lead to low accuracy. In addition, if \( m \) is small, i.e., \( m = 1 \), that is standard kNN algorithm, which prohibits the kNN to be used in big data. Thus we set \( m \) in a suitable range. Assuming that the proposed algorithm need M memory space, the memory of PC is \( M_1 \) and the smallest class of training sample is \( n_0 \).

To this end, the value range of \( m \) is expressed as follows:

\[
\frac{M}{M_1} < m < n_0. \tag{5}
\]

Note that we conduct a \( k \)-means clustering to separate the whole dataset into several parts, each of which we conduct kNN classification, the selection of \( k \) value is important in the later process. For example, Lall mentioned that the suitable setting of \( k \) value should satisfy \( k = \sqrt{n} \) for the datasets with sample size larger than 100 [8]. However, such a setting has been proved to not suitable for all cases of datasets. Considering that the samples has a strong correlation in sub-cluster, so the \( k \) value not be setting too large. Thus, the selection of \( k \) value should be set as small as possible in the case of high classification accuracy.

4. Experiments

As mentioned in the previous sections, our proposed algorithm is an extension of kNN. Thus, in order to show the effectiveness of LC-kNN algorithm, we took the kNN as the baseline and made a comparison between kNN, LC-kNN and RC-kNN (random clustering kNN), and several real datasets from UCI [2], medical imaging datasets [6,7], and LIBSVM [3] datasets.

4.1. Experimental results of LC-kNN and RC-kNN with different value of \( m \)

The value of \( m \) is very important to the LC-kNN algorithm, because it directly affects the final performance and real applications. Thus, in order to select appropriate \( m \) for bringing great effect to LC-kNN, a group of experiments were conducted on datasets by choosing different values of \( m \) for LC-kNN and RC-kNN. Specifically, the LC-kNN and RC-kNN in this group experiments were carried out on the datasets with \( m = 10, 15, 20, 25 \) and 30, respectively. The comparison of classification performance and time cost of two algorithms (i.e., RC-kNN and LC-kNN, respectively) with different values of \( m \) are shown in Tables 1–9.

From Tables 1–9, we found that the proposed two algorithms needed less time with the larger number of clusters \( m \), while more time cost for the smaller number of \( m \). For example, when \( m \) value
Table 5 Classification accuracy (mean ± standard deviation) and Time cost (seconds: mean ± standard deviation) on PENDIGITS dataset at different values of $m$.

<table>
<thead>
<tr>
<th>$m$</th>
<th>Criterion</th>
<th>RC-kNN</th>
<th>LC-kNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>Accuracy</td>
<td>0.9452 ± 3.5382e-05</td>
<td>0.9721 ± 4.7991e-06</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>2.3380 ± 0.0041</td>
<td>2.4056 ± 0.0010</td>
</tr>
<tr>
<td>15</td>
<td>Accuracy</td>
<td>0.9316 ± 1.0341e-04</td>
<td>0.9711 ± 6.0196e-06</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>2.5451 ± 0.0091</td>
<td>2.5709 ± 0.0089</td>
</tr>
<tr>
<td>20</td>
<td>Accuracy</td>
<td>0.9163 ± 1.5515e-04</td>
<td>0.9700 ± 2.2350e-06</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>2.2233 ± 6.4795e-05</td>
<td>2.2554 ± 2.1560e-04</td>
</tr>
<tr>
<td>25</td>
<td>Accuracy</td>
<td>0.9216 ± 1.5677e-04</td>
<td>0.9687 ± 3.5642e-06</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>2.5270 ± 0.0056</td>
<td>2.5468 ± 0.0083</td>
</tr>
<tr>
<td>30</td>
<td>Accuracy</td>
<td>0.9088 ± 1.8409e-04</td>
<td>0.9683 ± 1.5809e-06</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>2.1805 ± 7.4785e-05</td>
<td>2.2022 ± 8.9611e-05</td>
</tr>
</tbody>
</table>

Table 6 Classification accuracy (mean ± standard deviation) and Time cost (seconds: mean ± standard deviation) on SATIMAGE dataset at different values of $m$.

<table>
<thead>
<tr>
<th>$m$</th>
<th>Criterion</th>
<th>RC-kNN</th>
<th>LC-kNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>Accuracy</td>
<td>0.8603 ± 8.9122e-05</td>
<td>0.8883 ± 8.1139e-06</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>1.2869 ± 6.5495e-05</td>
<td>1.3027 ± 1.1429e-04</td>
</tr>
<tr>
<td>15</td>
<td>Accuracy</td>
<td>0.7917 ± 3.1680e-05</td>
<td>0.9468 ± 3.7244e-06</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>3.8583 ± 0.0332</td>
<td>3.9317 ± 0.0152</td>
</tr>
<tr>
<td>20</td>
<td>Accuracy</td>
<td>0.8418 ± 8.8847e-05</td>
<td>0.8884 ± 6.8028e-06</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>1.2292 ± 3.2277e-05</td>
<td>1.2463 ± 4.3126e-05</td>
</tr>
<tr>
<td>25</td>
<td>Accuracy</td>
<td>0.7283 ± 1.1039e-04</td>
<td>0.9421 ± 8.8449e-06</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>3.5062 ± 0.0061</td>
<td>3.6287 ± 0.0052</td>
</tr>
<tr>
<td>30</td>
<td>Accuracy</td>
<td>0.8312 ± 3.5146e-04</td>
<td>0.8878 ± 4.9556e-06</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>1.2225 ± 1.8176e-05</td>
<td>1.2396 ± 1.7711e-05</td>
</tr>
</tbody>
</table>

Table 7 Classification accuracy (mean ± standard deviation) and Time cost (seconds: mean ± standard deviation) on ADNC dataset at different values of $m$.

<table>
<thead>
<tr>
<th>$m$</th>
<th>Criterion</th>
<th>RC-kNN</th>
<th>LC-kNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>Accuracy</td>
<td>0.7024 ± 0.0010</td>
<td>0.7667 ± 0.0019</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>0.0310 ± 2.7390e-04</td>
<td>0.0333 ± 1.9201e-05</td>
</tr>
<tr>
<td>15</td>
<td>Accuracy</td>
<td>0.6857 ± 0.0014</td>
<td>0.7500 ± 0.0011</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>0.0308 ± 3.7930e-06</td>
<td>0.0325 ± 3.3633e-05</td>
</tr>
<tr>
<td>20</td>
<td>Accuracy</td>
<td>0.6619 ± 0.0029</td>
<td>0.7143 ± 0.0028</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>0.0295 ± 3.0063e-06</td>
<td>0.0313 ± 6.8906e-06</td>
</tr>
<tr>
<td>25</td>
<td>Accuracy</td>
<td>0.6548 ± 0.0039</td>
<td>0.7071 ± 0.0038</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>0.0281 ± 4.8219e-07</td>
<td>0.0286 ± 7.0881e-07</td>
</tr>
<tr>
<td>30</td>
<td>Accuracy</td>
<td>0.6619 ± 0.0015</td>
<td>0.7190 ± 0.0031</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>0.0306 ± 1.2641e-05</td>
<td>0.0326 ± 5.9103e-06</td>
</tr>
</tbody>
</table>

Table 8 Classification accuracy (mean ± standard deviation) and Time cost (seconds: mean ± standard deviation) on psMCI dataset at different values of $m$.

<table>
<thead>
<tr>
<th>$m$</th>
<th>Criterion</th>
<th>RC-kNN</th>
<th>LC-kNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>Accuracy</td>
<td>0.4792 ± 0.0082</td>
<td>0.5833 ± 0.0089</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>0.0168 ± 4.5347e-07</td>
<td>0.0171 ± 1.4130e-06</td>
</tr>
<tr>
<td>15</td>
<td>Accuracy</td>
<td>0.5125 ± 0.0019</td>
<td>0.6042 ± 0.0040</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>0.0167 ± 9.4536e-07</td>
<td>0.0173 ± 5.0957e-07</td>
</tr>
<tr>
<td>20</td>
<td>Accuracy</td>
<td>0.5458 ± 0.0060</td>
<td>0.6500 ± 0.0035</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>0.0170 ± 1.2416e-06</td>
<td>0.0188 ± 1.1793e-05</td>
</tr>
<tr>
<td>25</td>
<td>Accuracy</td>
<td>0.5313 ± 0.0053</td>
<td>0.6417 ± 0.0035</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>0.0163 ± 4.9822e-07</td>
<td>0.0226 ± 7.0881e-07</td>
</tr>
<tr>
<td>30</td>
<td>Accuracy</td>
<td>0.5000 ± 0.0042</td>
<td>0.6125 ± 0.0019</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>0.0160 ± 8.6386e-07</td>
<td>0.0250 ± 2.2840e-04</td>
</tr>
</tbody>
</table>

is 10, i.e., we separated the whole dataset into 10 parts. We then conducted kNN classification for each part, and obtained about one-tenth time cost of the method conducting in the whole dataset.

Besides, considering that the proposed two algorithms are the extension of kNN, their classification accuracies should as close as possible kNN. We found that two algorithms have high classification accuracy with the larger number of clusters $m$, while these two algorithms have low classification accuracy for the small number of $m$. In addition, from Table 10, we found that two algorithms were closer to kNN classification accuracy with $m = 10$. Thus, we set $m = 10$ in the next section.

4.2. To determine parameter $k$

In this section, in order to select the appropriate $k$ value, a group of experiments were conducted on nine datasets with $m = 10$ to 20, each point represent the mean of 10 results in the figures.

From Fig. 1, with the increase of $k$ value, the overall of classification accuracy decreases. That is because that the smaller the training dataset is, the more the classification accuracy is. Hence, the difference between the samples is significant and the classification accuracy will reduce. We can make a conclusion that we should choose a suitable $k$ value in this case. According to the previous analysis, $k$ value should be set as small as possible in the case of the higher accuracy of the proposed algorithm. From Fig. 1, the classification accuracy was 0.8986 with $k = 3$, which was higher than $k = 1$ in satimage dataset. But the LC-kNN performance has higher than kNN with $k = 1$ in Table 10. Thus we set $k = 1$ in the next experiment.

4.3. Performance comparison of kNN, RC-kNN and LC-kNN

In this experiment, according to previous analysis, we set $m = 10, k = 1$. Then, we use classification accuracy and running time as the evaluations for the classification task [23]. The shorter time and higher accuracy the algorithm is, the better the performance is. We report our experimental results in Table 10.

From Table 10, we can observe that the proposed RC-kNN and LC-kNN improved by 7–9 times than the kNN (close to the number of cluster), in terms of time cost. In the evaluation of classification
accuracy, the LC-$k$NN and RC-$k$NN is lower by 1–2.6% and 3.3–14% than $k$NN. Therefore, according to the experimental results, we may the conclusion that the LC-$k$NN works well in terms of classification accuracy and time.

5. Conclusions and future work

In this work, we have proposed an efficient $k$NN classification to conduct a $k$-means clustering to separate the whole dataset into several parts. We then conducted $k$NN classification for each part. To do this, we parted the conventional $k$NN method into two processes, namely training process and testing process. Moreover, we analyzed the suitable value for the parameters, such as $m$ and $k$. Furthermore, we took the $k$NN as the baseline and conducted a groups of compared experiments among $k$NN, LC-$k$NN and RC-$k$NN. The experimental results showed that the proposed $k$NN classification worked well in terms of accuracy and efficiency, and it is appropriate to deal with big data.
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